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ABSTRACT

Hot electrons generated from laser plasma instabilities degrade performance of direct drive implosions by preheating the deuterium and
tritium (DT) fuel resulting in early decompression and lower areal densities at stagnation. A technique to quantify the hot electron preheat of
the dense DT fuel and connect it to the degradation in areal density is described in detail. Hot electrons are measured primarily from the hard
x-rays they emit as they slow down in the target. The DT preheat is inferred from a comparison of the hard x-ray signals between a DT-layered
implosion and its mass equivalent ablator only implosion. The preheat energy spatial distribution within the imploding shell is inferred from
experiments using high Z payloads of varying thicknesses. It is found that the electrons deposit their energy uniformly throughout the shell
material. For typical direct-drive OMEGA implosions driven with an overlapped intensity of �9 � 1014 W=cm2, approximately �0:02%–0:03%
of the laser energy is converted into preheat of the stagnated fuel which corresponds to areal density degradations of 10%–20%. The degrada-
tions in areal density explain some of the observed discrepancies between the simulated and measured areal densities.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0091220

I. INTRODUCTION

In direct-drive inertial confinement fusion (ICF), a cryogenic
shell of deuterium–tritium (DT) fuel is compressed inward by
direct laser irradiation.1 As the shell converges inward, it delivers
PdV work to the central gaseous region—denoted the hot spot. At
stagnation, the final assembly consists of a low-density hot spot sur-
rounded by a cold dense shell which provides the inertial confine-
ment. Most of the fusion reactions occur in the hot spot where the
deuterons (D) and tritons (T) fuse to yield an alpha particle
(3.6MeV) and a neutron (14.1MeV). When the hot spot is con-
fined for enough time, the alpha particles slow down in the hot spot
which increases the hot spot temperature and fusion reaction rate.
This positive feedback cycle is called “alpha heating” and ignition
occurs when the alpha heating drives a thermonuclear burn wave
into the shell. Achieving ignition requires temperatures �10 keV
and total fuel areal densities �1 g=cm2.2

The achievement of large areal densities in inertial fusion requires
the shell to implode inward on a low adiabat (where adiabat
a ¼ P=PFermi, where PFermi is the Fermi pressure) without decompres-
sion due to preheat by energetic particles or radiation. Understanding
and quantifying preheat has been identified as a critical issue for the
laser direct drive fusion program.3–8 One of the leading sources of shell
preheat in direct-drive implosions arises from hot electrons generated
from laser-plasma instabilities (LPIs).9 In direct drive experiments on
OMEGA,10 the primary instability is the two-plasmon-decay (TPD)
instability which occurs when an incident electromagnetic wave decays
into two electron plasma waves, each with half the original laser fre-
quency.11,12 Energy conservation requires this process to occur near
the quarter critical surface at 0:2nc < n < 0:25nc, where nc is the
critical electron density at which the plasma frequency equals the laser
frequency. Understanding and measuring the plasma and laser condi-
tions driving the TPD instability has been an active field of theoretical
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and experimental research over the past several decades.13–27 Plasma
wave interactions with the coronal plasma (such as Landau damping,
for example) can accelerate electrons to high energies which then
deposit their energy into the cryogenic DT fuel, thus raising the
entropy and degrading the fuel areal density. The dependence of the
TPD absolute threshold on coronal plasma conditions at the quarter
critical density is given by20

g ¼ I14Llm

233TkeV
; (1)

where I14 is the quarter critical laser intensity in units of 1014 W=cm2,
TkeV is the electron temperature in keV, and Llm is the density gradient
scale length in units of lm. Typical values for OMEGA implosions with
an incident intensity of �9 � 1014 W=cm2 are I14 � 3:5; TkeV � 2:6,
and Llm � 150. The parameter g represents an approximate threshold
such that the TPD instability is significant when g > 1. One important
consequence of Eq. (1) is that mitigating TPD requires an upper bound
on the tolerable laser intensity and density scale length plus a lower
bound on the electron temperature at quarter critical. The dependence
of g on the density scale length is particularly important because it
implies that direct drive implosions conducted with more energetic laser
facilities (like the NIF) may produce more hot electrons as a result of
the larger density gradient scale length.

Hot electron preheat has played an important historical role in
the evolution of the direct drive inertial fusion program in the United
States. In experiments on NIF and OMEGA, hot electrons are primar-
ily measured by the bremsstrahlung x-ray radiation they emit as they
slow down in the plasma.28,29 Early cryogenic D2-layered experiments
on OMEGA revealed strong correlations of the hard x-ray signal with
areal density degradation, indicating that hot electron preheat was
playing an important role in limiting performance.7,30 Areal densities
of �200 mg=cm2 were then achieved by increasing the ablator thick-
ness from 5 lm of CH to 10lm of CH, thus preventing deuterium
from reaching the quarter critical surface.31,32 Maintaining the quarter
critical surface in the higher Z (CH) ablator is beneficial for reducing
the TPD threshold since it (1) causes the intensity at quarter critical to
decrease as a result of increased collisional absorption and (2) raises
the quarter critical temperature due to this increased absorption.
Furthermore, the generation of hot electrons from the plasma waves is
reduced by the enhanced electron–ion collisional damping of the
plasma waves (leading to less Landau damping).33 It follows that rede-
signing the target to ensure that quarter critical never intersected the
DT likely reduced hot electron preheat, thus improving compression
and the areal densities. In Ref. 34, DT-layered experiments with
�8 lm ablators were reported which achieved areal densities�80% of
the 1D predictions.

In parallel with DT-layered implosions on OMEGA, many
experiments were conducted for the purpose of quantifying hot elec-
tron production. In Ref. 35, planar experiments measured the excita-
tion of K-alpha photons by hot electrons slowing down in vanadium.
One spectrometer was placed in front of the target, and the other was
placed behind the target. The authors were then able to deduce the
total hot electron energy and temperature from the amount of detected
K-alpha photons in both spectrometers. Reference 36 reported on
spherical implosion experiments and a formula relating the hard x-ray
signal from CH shell implosions to the total hot electron energy.
The hard x-ray detector (HXRD) was then calibrated by imploding a

molybdenum ball coated with an outer CH layer and measuring the
K-alpha photons excited by hot electron deposition into the molybde-
num. The total hot electron energy was then inferred by using a multi-
group electron transport code to quantify how much hot electron
energy was needed to produce the measured K-alpha signal. This cali-
bration was eventually updated in 2016 when the hard x-ray detector
was absolutely calibrated using known radioactive sources.37 In addi-
tion to measuring the hard x-ray energy, it is also equally important to
measure the temperature of the hot electrons Thot in order to deter-
mine the hot electron energy. This can be estimated by fitting a func-
tion of the following form to spectral data:

dErad
dE
¼ E

Thot
e�E=Thot ; (2)

where E is the photon energy. The hard x-ray spectrum is measured
using the four-channel hard x-ray detector (HXRD)28 and the nine-
channel hard x-ray image plate diagnostic (HXIP)38,39 on OMEGA and
the filter-fluorescent x-ray diagnostic on the NIF.29 At present, OMEGA
experiments indicate a laser to electron conversion efficiency of �0:2%
(Ref. 37) for quarter critical intensities of�3:7 � 1014 W=cm2 character-
istic of DT-layered implosions on OMEGA. Recent planar direct drive
experiments on the NIF40 have measured conversion efficiencies of
�0:5%� 5% due to Stimulated Raman Scattering (SRS) for quarter
critical intensities of �3:5–11 � 1014 W=cm2 at a density scale length of
�600lm.41–43

Despite progress toward characterizing the hot electron source in
experiments, it is very important to note that in DT-layered implo-
sions, hard x-rays are emitted from electrons slowing down in both
the DT and the CH. Measuring the hard x-ray signal is, therefore,
insufficient for quantifying preheat in DT-layered implosions: a hot
electron transport model is needed in order to determine how many
electrons slow down in the dense DT and what is the areal density deg-
radation resulting from this preheat.44 Hot electron transport was
investigated in Ref. 45 by comparing differences in emitted hard
x-rays between an all-CH solid spherical target and a Cu sphere over-
coated with CH. Monte Carlo simulations of electron transport indi-
cated that the electron source needed to be widely divergent in order
to explain the results. Attempts to measure the divergence angle more
directly were described in Ref. 46 where a CH shell of a fixed diameter
enclosing a molybdenum sphere with varying diameters was irradiated
at a peak intensity of �1:1 � 1015 W=cm2 on OMEGA. Both the hard
x-ray and the K-alpha signals from the Mo sphere were found to scale
with D2, where D is the diameter of the Mo sphere, indicating that the
hot electron source is widely divergent or isotropic. The authors esti-
mated that for a wide divergence angle of electrons, approximately 1/4
of the electrons intersect with the imploding shell. Although the trans-
port measurements from Ref. 46 indicate a divergent and isotropic
electron source, more information was still needed to quantify energy
deposition into the dense DT. For one, even if the source is divergent,
the size of the divergence angle is unknown. The presence of large
(�MG) self-generated magnetic fields in the corona will also certainly
complicate the transport of electrons.47 There is also still the question
of whether or not the hot electrons reflux back into the target due to
their interactions with the plasma sheath in the corona. It follows that
a more direct measurement of hot electron deposition into the DT is
essential for assessing the viability of direct drive designs.
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In Ref. 48, measurements of hot electron preheat and their role in
degrading areal density in DT-layered implosions on OMEGA were
described to address this issue. To assess performance degradation, it is
necessary to measure the hard x-rays emitted from electrons slowing
down in DT. This is accomplished by imploding all-CH ablator-only
targets with the samemasses as the DT-layered targets. The two targets
are imploded with the same pulse shape, outer diameter, and target
mass so that they experience the same on-target intensity and achieve
similar implosion velocities. This ensures that the plasma conditions at
the quarter critical surface are the same for both implosions, leading to
the same hot electron source. This is true so long as DT does not inter-
sect with the quarter-critical surface. It then follows that the difference
in hard x-ray signals between the ablator-only and DT-layered implo-
sion is related to the transport of hot electrons within the targets. We
show here that the difference in hard x-ray signals is directly propor-
tional to the amount of energy the hot electrons have deposited into the
DT fuel. This is a result of the property that for the same amount of
energy deposition, electrons emit more bremsstrahlung radiation slow-
ing down in the higher Z ablator than they do in DT. For the experi-
ments described in Ref. 49, this analysis indicates that approximately
136 5 J of preheat are deposited into the DT layer.

While this method determines the preheat energy of the entire
DT mass, the areal density degradation primarily depends on the pre-
heat of the stagnated DT mass. The implosion initially begins when
the laser pulse launches a strong shock into the shell which plays a
large role in determining its initial adiabat. During the acceleration
phase of an implosion (while the laser is still on), the shell experiences
a large ablation pressure at its outer surface and is accelerated inward
to large velocities. The deceleration phase begins when the pressure of
the shock bouncing around in the hot spot exceeds the shell’s pressure,
launching a strong return shock into the shell. The stagnated mass rep-
resents the mass at bang time (time of peak neutron production rate)
which has been shocked and stopped by the large hot spot pressure.
The stagnated mass is important to consider since this represents the
part of the shell which is highly compressed and contributes the most
to the areal density of the fuel.

This issue motivated the need for a new experimental platform
which replaced DT with a higher Z payload to measure the spatial
distribution of preheat within the fuel. Implosion experiments were
fielded on the OMEGA laser facility where the thickness of the inner
payload was varied and the difference in hard x-ray signal between
the layered and ablator-only implosion was determined as a function
of the payload thickness. The experiments revealed an approxi-
mately uniform distribution of preheat energy throughout the pay-
load. This implies that the preheat energy deposited into the
stagnated DT can be inferred by taking the product of the total DT
preheat energy and the stagnated DT mass fraction. For the experi-
ments in Ref. 49, this corresponded to 56 2 J (�0:5 kJ=mg) into the
stagnated DT with a corresponding areal density degradation of
approximately�15%.

The purpose of this manuscript is to describe these preheat mea-
surements and their analysis in greater detail. It is organized into sec-
tions as follows: Sec. II describes the theory used to infer the preheat
energy, Sec. III describes experiments conducted on OMEGA to mea-
sure preheat, Sec. IV describes the analysis to quantify energy deposi-
tion within the payload mass, and Sec. V discusses the implications of
these measurements for cryogenic implosions on OMEGA.

II. ANALYSIS OF HARD X-RAYS

On OMEGA, the hard x-rays are primarily diagnosed from the
four-channel Hard X-Ray Detector (HXRD).28 The instrument con-
sists of four fast scintillators coupled to fast micro-channel plate–
photomultiplier tubes (MCP–PMTs). The four channels are filtered to
pass x-rays above 20, 40, 60, and 80 keV. The first channel (which
measures x-rays above 20 keV) uses a plastic scintillator with a bi alkali
photo cathode. The other three channels use a BaF scintillator with a
CsTe photocathode. The signals from all four channels are recorded
on oscilloscopes. Channel 1 is not used for hard x-ray detection due to
its increased sensitivity to thermal plasma emission. The primary
channel used for quantifying hot electron preheat is channel 2 since it
contains the largest signal.

Recently, the hard x-ray detector was calibrated by a Ba133

gamma source in Ref. 37. The charge incident on the photomultiplier
tube in pC is related to nJ of deposited energy by the calibration factor

Ca ¼ ð306 6Þ pC=nJ: (3)

The charge QHXR in pC can then be related to the total radiated
energy Erad via the formula

QHXR

Erad
¼ Ca

X
4p

ð1
0
Fðh�Þ e

�h�=Thot

Thot
dh�; (4)

where h� is the photon energy, Thot is the supra-thermal electron tem-
perature, and Fðh�Þ is the transmission function for channels 2, 3, and
4 which were determined from detailed Monte Carlo simulations of
photon transport in Ref. 50 and are plotted in Fig. 1. The hard x-ray
conversion from pC of charge to mJ of hard x-rays for channel 2 is
plotted as a function of the hot electron temperature in Fig. 2. In light
of the dependence of the calibration factor on temperature, it is evident
that good temperature measurements are important for quantifying
the hot electron energy. The hot electron temperature Thot is deter-
mined via a v2 fit to an exponential spectrum to the three hard x-ray
channels. The process of determining the hot electron temperature is
described in better detail in Refs. 28 and 51.

A. DT preheat formula

In Ref. 49, OMEGA cryogenic implosions were described to
achieve high stagnation pressures of�50 Gbar and high areal densities

FIG. 1. The hard x-ray response function plotted as a function of photon energy for
channel 2 (red), channel 3 (blue), and channel 4 (black).
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�200 mg=cm2. These implosions were driven on an adiabat of �4
with �26 kJ of laser energy and a peak intensity of �9 � 1014 W=cm2.
The experiments utilized smoothing by spectral dispersion,52 polariza-
tion rotators,53 and phase plates.54 In Fig. 3, the cryogenic target
77 064, all CH target 77 062, laser pulse shape, and the deconvolved
hard x-ray signals are shown. The instrument response function of the
hard x-ray detector is assumed to be an exponential function with a
1.2ns decay time which gives a good fit to the falling edge of the raw
HXRD trace. The green line is the hard x-ray signal for all-CH implo-
sion 77 062, and the blue line is the signal for cryoimplosion 77 064.
The lower observed hard x-ray signal in the cryogenic DT-layered
implosion compared to its all-CH companion is indicative of electrons
preheating the DT fuel. This is because of the lower efficiency of con-
verting hot electron energy into hard x-rays for the DT compared to
the CH. It is also important to note the n-gamma feature in the hard
x-ray signal of the cryoimplosion which arises from 14MeV neutron
interactions during the DT burn phase of the implosion. Because the
n-gamma peak obscures information regarding the tail of the hard x-
ray signal, there is often significant (�20%) uncertainty in the hard x-
ray signal for the cryogenic implosion. The red curve represents the
cryo-hard x-ray signal where this peak has been subtracted.

To assess possible differences in TPD activity between the cryo
and all-CH target, LILAC55 simulations with non-local electron trans-
port,56 crossed beam energy transfer,57 and first principles equation of
state tables58 were conducted to analyze any differences in coronal

conditions which could arise. The plasma conditions at the quarter
critical surface are of most interest for understanding TPD generation.
In particular, the TPD parameter g from Eq. (1) is compared for both
implosions in Fig. 4 where LILAC simulations of the threshold param-
eter g and the quarter critical position are shown. The good agreement
between the two simulations suggests that it is reasonable to assume
that the TPD activity is the same.

In addition to analyzing the simulated quarter critical conditions,
another way to verify the independence of the hot electron source on
the payload material is to analyze the scattered light spectrum around
half the original laser frequency.23 Emission near the half omega is
caused by many processes: plasma wave to photon conversion,
Thomson scattering of the incident laser light off of electron plasma
waves, stimulated Raman scattering, and inverse parametric decay, to
name a few. While 1/2 harmonic emission is not directly relatable to
the amount of electron plasma waves generated by TPD, it can still
provide a useful test of whether or not there are differences in the TPD
between the layered and ablator-only implosion. The 1/2 harmonic

FIG. 2. The hard x-ray calibration factor (photomultiplier tube charge for mJ of hard
x-rays) is plotted as a function of the hot electron temperature Thot for channel 2.

FIG. 4. LILAC simulations of the cryogenic implosions 77 064 and all CH implosion
77 062 demonstrate that the plasma conditions at quarter critical are nearly the
same. The black curve is the TPD threshold given by Eq. (1), while the blue curve
represents the quarter critical position.

FIG. 3. On the left, the targets for cryoshot 77 064 and warm shot 77 062 are shown. On the right, the laser pulse is plotted as a function of time and overlapped with the tem-
poral hard x-ray signals from channel 2 of the hard x-ray detector (HXRD). The green curve represents the all-CH signal, the blue curve is the DT-layered hard x-ray signal,
and the red curve is the DT-layered signal with the n-gamma peak subtracted. The lower observed hard x-ray signal for the DT-layered implosion compared to the all-CH abla-
tor-only implosion is indicative of electrons slowing down in the DT ice.
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emission is routinely measured from the scattered light diagnostic
described in Ref. 63. A comparison of the x=2 signals is presented in
Fig. 5 where the x=2 signal is shown for the ablator-only shot 77 062
and DT-layered shot 77 064. The good agreement suggests that there
are no differences in TPD activity between the two experiments, thus
validating the primary assumption that the hot electron source is the
same between the layered and ablator-only implosions.

Given that the hot electron source between the ablator-only and
layered implosions is the same (when irradiated by the same pulse),
one can then use the difference in observed hard x-ray signals to infer
hot electron preheat in the inner layer. The total amount of deposited
hot electrons Etot ¼ EDT þ ECH is assumed to be the same between
both implosions where EDT is the hot electron energy deposited into
DT and ECH is the hot electron energy deposited into the CH corona.
This assumption is likely valid since a much longer tail in the hard
x-ray signal would be expected if the electrons had not completely
slowed down by stagnation. Thus, the total hard x-ray energies emitted
from both implosions can be written as

Erad;cryo ¼ ECH
Erad

Edeposited

� �
CH

þ EDT
Erad

Edeposited

� �
DT

; (5)

Erad;allCH ¼ ðEDT þ ECHÞ
Erad

Edeposited

� �
CH

; (6)

where Erad;cryo is the total energy radiated by hot electrons in the DT-
layered experiment, and Erad;allCH is the total energy radiated by hot
electrons in the all-CH experiment. Note that since the total hot elec-
tron energy Etot ¼ EDT þ ECH is the same for both experiments, we
have written the all-CH hard x-ray signal in terms of EDT and ECH
instead of Etot. The parameters Erad=Edeposited represent the amount of
hard x-rays emitted per unit energy deposited into a given material by
hot electrons. For a given material, the parameter Erad=Edeposited can be
estimated by integrating the radiative stopping power over the electron
stopping power:

Erad
Edeposited

¼

ð1
0
f ðE0Þ

ðE0
0

dErad=ds
dEcoll=ds

dEdE0ð1
0
f ðE0ÞE0dE0

; (7)

where f ðE0Þ is the electron energy distribution function, E0 is the ini-
tial electron energy, dErad=ds is the amount of radiation energy emit-
ted per distance ds traversed by an electron, and dEcoll=ds is the
amount of energy an electron loses in collisions per unit distance ds.
The electron-stopping power formula derived by Solodov and Betti59

is used here since it accurately accounts for the loss of energy due to
both binary collisions and plasma wave excitations:

dEcoll
ds
¼ � 2pr20mec2ne

b2

(
log

E
�hxp

� �2 ðcþ 1Þ
2c2

" #
þ 1

þ 1
8

c� 1
c

� �2

� 2c� 1
c2

� �
log 2

)
; (8)

where e is the electron charge, b ¼ v=c is the electron velocity normal-

ized to the speed of light, c ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2

p
, me is the electron mass,

r0 ¼ e2=ðmec2Þ is the classical electron radius, ne is the electron
density, E is the electron energy, �h is the Planck’s constant, and
xp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pnee2=me

p
is the electron plasma frequency. The radiative

stopping power is calculated using the bremsstrahlung cross sections
from Ref. 60. The radiative stopping power for an electron stopping in
a hydrogen plasma is estimated by

1
qH

dEH
rad

ds
¼ 9:49 � 10�4 þ 2:55 � 10�3E þ 1:68 � 10�3E2; (9)

where E is the electron energy in MeV, qH is the hydrogen mass density
in g=cm3, and dErad=ds is the radiation emitted per unit length in units
of MeV/cm. Likewise, the radiative stopping power for carbon is given by

1
qC

dEC
rad

ds
¼ 3:05 � 10�3 þ 3:80 � 10�3E þ 3:78 � 10�3E2; (10)

where qC is the carbon mass density. Note that the carbon radiation
emission rate is larger than hydrogen by a factor of hZ2i. For a CH
ablator, the radiative stopping power is

dECH
rad

ds
¼ dEH

rad

ds
þ dEC

rad

ds
: (11)

Assuming that electron distribution function is a three-dimensional
Maxwellian

f ðE0Þ ¼
2E1=2

0

p1=2T3=2
hot

e�E0=Thot ; (12)

the radiative efficiency Erad=Edeposited is an approximately unique func-
tion of the measured hard x-ray temperature Thot. Here, we neglect the
weak dependence on the plasma electron density from the Coulomb
logarithm in Eq. (8) which causes the radiative efficiency to be slightly
different for electrons stopping in the CH corona vs the CH payload.
We primarily justify this assumption by observing that large Biermann
battery47 magnetic fields likely trap the electrons near the ablation sur-
face. Furthermore, the lack of a tail-like feature in the all-CH hard
x-ray signal from Fig. 3 indicates that the electrons slow down quickly
(as opposed to weak energy loss in the low-density corona).
Calculations of the parameter Erad=Edeposited are displayed in Fig. 6,
where Erad=Edeposited is plotted as a function of the hot electron temper-
ature for both DT and CH. An electron density of �5 � 1023 cm�3 is

FIG. 5. The scattered light spectrum around the half harmonic frequency is plotted
as a function of time for the (a) DT-layered implosion 77 064 and (b) the all-CH
77 062. The integrated signals agree to within less than 10%.
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used in the Coulomb logarithm for these formulas. Note that the radi-
ative efficiency scales with the atomic number Z like Erad=Edeposited �
hZ2i=hZi which implies that hard x-ray emission from an electron
slowing down in the dense CH payload will be five times larger than
the emission from an electron slowing down in DT.

We then arrive at the DT preheat formula by subtracting Eq. (5)
from Eq. (6) and rearranging it to solve for EDT:

EDT ¼
Erad;allCH � Erad;cryo

Erad
Edeposited

� �
CH

� Erad
Edeposited

� �
DT

: (13)

We emphasize here that Eq. (13) is valid regardless of the trans-
port physics of the hot electrons. The validity of Eq. (13) was tested
using an ensemble of LILAC simulations of companion layered and
ablator-only implosions. In LILAC, a fraction of laser energy at quarter
critical is dumped into supra-thermal electrons with a Maxwellian
energy distribution and a prescribed hot electron temperature Thot and
source divergence angle. They travel in straight lines, slowing down
according to Eq. (8) and emitting radiation using radiative stopping

powers from NIST (National Institute of Science and Technology)
tables.60 The electrons slow down in the direction of their initial veloc-
ity, but large-angle scattering events are accounted for using the aver-
age cosine formula derived in Ref. 59. Hot electron transport in the
corona is accounted for by imposing an electrostatic sheath at the last
boundary cell which reflects electrons at random angles. A more com-
prehensive description of this model is provided in Ref. 44. Modeling
hot electron transport in the corona is likely the biggest uncertainty in
the code. It is well known that the fastest electrons can leave the target,
thereby inducing an electrostatic sheath64 although the location of this
sheath and its interaction with these electrons are highly uncertain.
Furthermore, the large magnetic fields (of mega Gauss order) will cer-
tainly complicate the hot electron transport picture and trap them
near the target. Nevertheless, the hot electron transport model in
LILAC can still be used to show that the preheat formula is valid
regardless of how the electrons are transported.

The LILAC simulation ensemble is presented in Fig. 7 where the
simulated difference in hard x-ray signals is compared to the exact
LILAC calculations of energy deposition into a DT layer. The hot elec-
trons are initialized at a temperature of 59 keV, and the hot electron
production rate is specified to be consistent with the experimentally
measured hard x-ray emission rate. In LILAC, there are three parame-
ters which are used to change the hot electron transport (and, thus, the
preheat energy): (1) the total energy deposited into the electrons, (2)
divergence angle at which the electrons are initialized, and (3) the elec-
tron stopping power in the corona. The latter is varied by imposing a
density floor in both the collisional stopping power and the radiative
stopping power. In the simulation ensemble, the hot electron produc-
tion rate is initialized temporally in time via a two-slope fit to the mea-
sured rise of the hard x-ray signal. The parameter Erad=Edeposited is
calculated by taking the ratio of hard x-ray emission from a layer and
dividing by the energy deposited into that layer by hot electrons.

The good agreement of the preheat formula with the energy
deposition into the payload from LILAC (Fig. 7) is indicative that the

FIG. 6. The radiative efficiency as a function of the hot electron temperature for DT
(blue) and CH (red).

FIG. 7. The hot electron energy deposited into the payload inferred from Eq. (13) is plotted as a function of the simulated preheat energy into the payload for an ensemble of
LILAC simulations.48 The gray points are simulations of DT-layered implosions, while the colored points have the DT payload replaced with copper-doped CH layers. The good
agreement is indicative of the validity of preheat formula in Eq. (13). Reprinted with permission from Christopherson et al., Phys. Rev. Lett. 117, 055001 (2021). Copyright 2021
American Physical Society.
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difference in hard x-ray signals between two implosions with similar
coronal conditions is, indeed, proportional to the energy deposited
into the dense payload. In addition to assessing the viability of the pre-
heat formula for DT layered implosions, we also included simulations
where the DT layer is replaced with high Z Cu-doped materials
(Fig. 7) to demonstrate the formula is valid regardless of the payload
material as long as the correct radiative efficiency is used in the for-
mula. The slight offset in simulations with DT occurs because DT is
less effective than CH(Cu) at stopping the electrons in their first pass.
In the simulation, this sends many of the electrons toward the simula-
tion boundary where the density is low and the Coulomb Logarithm is
significantly lower than it is near the target [thus causing some dis-
crepancy in ðErad=EdepositedÞCH used in the preheat formula]. However,
it is unlikely this happens in the experiment since (1) the hard x-ray
tail is short, indicating that the electrons slow down right away and (2)
electromagnetic fields near the ablation front would likely trap the
electrons near the high-density fuel.

B. Dependence of fuel areal density on preheat energy

It is important to note that Eq. (13) only determines the energy
deposited into all of DT. Since a fraction of the DT is ablated and only
a fraction of the unablated mass stagnates at bang time, it is important
to infer the spatial deposition of preheat within the DT. Energy deposi-
tion into the stagnated DT is what degrades the areal density and it is
the parameter of most interest. This is shown in Fig. 8 where the deg-
radation in areal density is plotted as a function of the hot electron
preheat energy for a LILAC simulation ensemble where the hot elec-
tron preheat and transport has been varied for DT-layered implosion
77 064. The red points represent the preheat energy deposited into all
of the DT, while the blue points represent the preheat energy into the
stagnated DT mass at bang time. It is evident that the areal density
degradation is better correlated with the preheat energy deposited into
the shocked DT mass. Therefore, an understanding of how preheat
degrades performance requires a model for how preheat varies within
the dense fuel layer.

The next step is to relate the stagnated DT preheat energy to the
areal density degradation for different adiabats. We determine this
relationship by considering that the final areal density depends on in-
flight shell conditions like qR � a�4=569 and assuming that preheat
acts to decompress the shell by raising the adiabat. The preheat energy
Hp causes a change in shell internal energy which is given by

Hp ¼ D
3
2
PshVsh

� �
¼ 3

2
MshD

2
mDT

Tsh

� �
¼ 3

2
PshVsh

DTsh

Tsh
; (14)

which is the formula derived in Refs. 7 and 30. Here, Psh is the volume
averaged shell pressure, Tsh is the volume averaged shell temperature,
mDT is the molar mass of the DT fuel, Vsh is the relevant shell volume,
and DTsh is the change in shell temperature as a result of the preheat.
Note that we have used the ideal gas equation of state to relate
PshVsh � MshTsh, whereMsh is the shell mass which is conserved [this
approximation is valid for moderate to high adiabats (a� 1) which
are typical for direct drive implosions]. It, thus, follows that the areal
density degradation depends primarily on the ratio of preheat energy
to temperature as follows:

qR
ðqRÞnohots

¼ 1þ Hp

1:5PshVsh

� ��4=3
: (15)

In Fig. 9, the degradation in areal density is plotted as a function of the
hot electron preheat energy normalized to the stagnated shell’s internal
energy for the LILAC ensemble of DT-layered simulations. Since most
of the areal density at stagnation originates from the stagnated shell,
preheat deposition into the stagnated mass is of primary interest. The
term IEshell represents the shell’s internal energy at the time of peak
kinetic energy but evaluated only over the zones which are eventually
stagnated at bang time. The stagnated shell boundary is defined at
bang time as the point where the pressure gradient is maximized. The
internal energy is calculated from simulations by back-tracking the
stagnated shell’s Lagrangian mass in time where the peak shell kinetic
energy is maximized. The red curve in Fig. 9 is the best fit to the data
with a�5% standard deviation given by

FIG. 8. The simulated degradation in the neutron-averaged fuel areal density for
77 064 is plotted as a function of energy deposited into the DT (red) and energy
deposited into the stagnated DT (blue). The degradation in qR is better correlated
with the preheat energy into the stagnated DT.

FIG. 9. The areal density degradation is plotted as a function of the preheat energy
into the stagnated shell normalized to the stagnated shell’s internal energy before
deceleration.48 The LILAC ensemble includes simulations with preheat energies
ranging from 0 to 100 J and design adiabats between 2 and 5.5. The red curve is
the best fit formula provided in Eq. (16). Reprinted with permission Christopherson
et al., Phys. Rev. Lett. 117, 055001 (2021). Copyright 2021 American Physical
Society.
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qR
ðqRÞnohots

� 1þ 1:16
Estag
IEsh

� ��4=3
; (16)

where we have allowed the coefficient in front of the preheat energy to
vary since the correct time to define the shell’s internal energy is a bit
subjective. We note that the scaling qR � a�4=5 is different from the
scaling relation adopted in Ref. 30. A derivation and justification of
this scaling relation is provided in Appendix A.

III. EXPERIMENTAL SETUP AND RESULTS

The objective of the warm target experiments presented here was
to the measure the hot electron deposition profile into the payload,
determine a model that matches the measured preheat deposition pro-
file, and then apply this model to DT-layered implosions to calculate
the areal density degradation resulting from hot electron preheat. In
these experiments, the DT layer was replaced with Cu-doped CH pay-
loads of varying thicknesses (payload here denoting the inner most
shell layer). The thickness of the doped payloads varied between 2 and
5.5lm, and the outer CH layer thickness was adjusted to keep the
implosions mass equivalent to the all-CH ablator-only targets. Mass
equivalence ensures that the quarter critical positions are in the same
place and that the TPD activity doesn’t vary between the all-CH and
the Cu-doped implosions. The targets are fabricated by depositing
each layer over a mandrel via physical vapor deposition.61,62 The Cu
dopant fraction is controlled and measured using x-ray fluorescence
and target layer thicknesses are measured using white light interferom-
etry. The mandrel is then vaporized, leaving an empty shell which is
then placed in a chamber filled with deuterium gas which diffuses into
the vacancy. If gas fill is desired in the target, then a thin layer
(0:1lm) of aluminum is sputtered over the target’s surface to ensure
the D2 gas doesn’t diffuse out before the experiment occurs. Warm
all-CH implosion experiments with and without aluminum were
fielded to estimate the effect that electron deposition into the alumi-
num has on the hard x-ray signal. A detailed analysis of how this is
accounted for is described in Appendix B.

These experiments utilized the same triple picket pulse shapes
from Ref. 49 which attained a peak intensity of 9 � 1014 W=cm2 and a

laser energy of 26 kJ. Another pulse with a slightly lower intensity of
7 � 1014 W=cm2 was also tested in these experiments (corresponding
to quarter critical intensities of �3:2 � 1014 and 3:7 � 1014 W=cm2,
respectively). The targets and pulse shapes are shown in Fig. 10. In
Table I, the target dimensions, laser energies, laser intensities, hard x-
ray signals, and measured hot electron temperatures are shown for the
warm all-CH implosions. The uncertainty in hard x-ray signals was
estimated via Monte Carlo simulations of the noise applied to the sig-
nal. The noise was modeled by applying simple oscillation with a 140
ps period (the average distance between peaks observed in the noise)
and an amplitude which was randomly sampled from a Gaussian dis-
tribution (with a standard deviation equal to the standard deviation of
the noise from the y¼ 0 axis). The uncertainty due to noise is gener-
ally less than 5% and is often around 2%.

The channel 2 hard x-ray signal is repeatable for the all-CH
implosions. The hot electron temperature Thot is determined via a v2

minimization method described in Ref. 51. In the analysis of the data
presented here, we use the Thot inferred from the all-CH implosions to
avoid the complication of interpreting hard x-ray spectra emitted by
electrons slowing down in multiple materials.

With respect to the hot electron source, an average temperature
of Thot ¼ 606 4 keV and total hot electron energy of Etot ¼ 446 5 J
are inferred for the implosions irradiated with the 9 � 1014 W=cm2

pulse and Thot ¼ 626 10 keV and Etot ¼ 146 4 J is inferred for the
lower intensity 7 � 1014 W=cm2 implosions. The hot electron tempera-
ture Thot is obtained by averaging the spectral fits of the all-CH repeats.
The energy dumped into hot electrons is calculated from Eq. (19)
using the average hard x-ray signal of the all-CH implosions without
the aluminum overcoat. The error bars reported here for Etot account
for noise in the hard x-ray signals and variations in the hot electron
temperatures. The �20% calibration error is not included until the
final preheat assessment since this uncertainty is systematic. In addi-
tion to the HXRD detector, measurements of the time integrated spec-
trum were also obtained by the Hard x-ray Image Plate (HXIP)
diagnostic described in Refs. 38 and 39. The HXIP diagnostic contains
nine channels of image plates with different filters on them and is
another measure of the time integrated spectrum. Since these data is not

FIG. 10. Schematic of the targets and pulse shapes utilized in the experiments (targets not drawn to scale).
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available for earlier experiments, the average temperature is inferred pri-
marily from the HXRD detector. It is worth noting that for shots 92681
and 92681, the HXIP yields a temperature which is approximately
5–8keV below the HXRD inferences. While an 8keV temperature dif-
ference can be significant (corresponding to �35% changes in hot elec-
tron energy), it is important to note that the HXIP measurements are
within the confidence intervals of the HXRD measurements. The low
4keV uncertainty in the inferred hot electron temperature (compared
to the average �9 keV uncertainty in the measurements) arises from
averaging out the six repeat measurements.

Tables II and III detail the results of the Cu-doped implosions.
The hard x-ray signals in these implosions are larger than their all-CH
counterparts because electrons emit more hard x-rays slowing down
in the higher Z Cu-doped payloads than they do in CH. The Cu dop-
ant fraction varies between 4:3% and 5:2%. Several repeat experiments
were also conducted, and the hard x-ray signals are reproducible to
within 10%.

IV. PREHEAT ANALYSIS

The purpose of this section is to determine a preheat deposition
profile which is consistent with the hard x-ray measurements of the
CH(Cu)-layered implosions. Since the electron source is expected to

be isotropic (of large divergence), we hypothesize that the energy
deposition should be uniform with respect to radius, implying that the
preheat deposition per unit mass should be constant. This implies that
for a given hot electron energy Etot source, de/dm is a constant where
de is a differential amount of preheat energy deposited into a differen-
tial amount of mass dm:

K � 1
Etot

de
dm

; (17)

and K is a constant. It follows that the energy deposited into the pay-
load Ep is given by

Ep ¼ KEtotMp; (18)

where Mp is the payload mass. The total hot electron source energy
Etot is estimated via the following formula:

Etot ¼
EHXR;allCH
EHXR
Elost

� �
CH

: (19)

We then vary K to minimize v2 for the hard x-ray signals which are
modeled as follows:

TABLE I. CH only implosion data.

77 062 77 689 82 052 82 056 82 057 82 064 92 681 92 687

Laser energy (kJ) 26.52 26.11 22.66 26.40 26.23 22.69 25.93 25.79
Peak laser intensity (W=cm2) 9:80 � 1014 9:86 � 1014 7:71 � 1014 9:14 � 1014 8:90 � 1014 7:69 � 1014 9:21 � 1014 9:21 � 1014
Outer diameter (lm) 875.46 2.0 879.06 2.0 876.86 2.0 901.46 2.0 904.26 2.0 887.46 2.0 896.66 2.0 903.26 2.0
Shell thickness (lm) 17.66 0.3 17.96 0.3 19.86 0.3 19.76 0.3 19.66 0.3 21.76 0.3 19.76 0.3 19.56 0.3
HXRD2 (pC) 3116 6 3146 6 1086 3 3016 5 2696 5 886 2 3286 7 3136 7
HXRD3 (pC) 956 2 936 2 376 1 1046 3 876 3 276 1 816 2 746 4
HXRD4 (pC) 696 1 686 1 246 3 736 3 616 5 156 1 606 1 596 2
HXRD Thot (keV) 636 8 606 7 696 17 736 10 666 12 556 9 496 7 486 8
HXIP Thot (keV) N/A N/A N/A N/A N/A N/A �44 �40
Al coating? Yes Yes Yes Yes No No Yes Yes

TABLE II. Implosion data with non-CH payloads (high intensity).

82 058 82 059 82 060 92 682 92 684 92 685 92 686

Laser energy (kJ) 26.52 26.30 26.60 26.27 25.57 26.08 25.65
Peak laser intensity (W=cm2) 9:09 � 1014 8:99 � 1014 9:02 � 1014 9:19 � 1014 8:64 � 1014 8:77 � 1014 8:98 � 1014
Outer diameter (lm) 903.06 2.0 905.06 2.0 901.66 2.0 900.46 2.0 920.06 2.0 919.66 2.0 906.46 2.0
CH thickness (lm) 15.06 0.3 15.06 0.3 11.76 0.3 13.26 0.3 16.46 0.3 16.26 0.3 13.26 0.3
CH(Cu) thickness (lm) 2.96 0.3 2.96 0.3 5.56 0.3 3.96 0.3 2.06 0.3 2.06 0.3 3.96 0.3
Cu dopant fraction (%) 4.36 0:5 4.36 0:5 4.36 0:5 5.26 0:5 4.66 0:5 4.66 0:5 5.26 0:5
HXRD2 (pC) 4536 10 4326 7 5756 12 6436 11 3986 8 4526 10 5586 11
HXRD3 (pC) 1596 3 1466 3 2136 3 1766 3 1036 3 1166 5 1486 3
HXRD4 (pC) 1136 3 1066 3 1546 3 1356 3 746 3 876 3 1146 3
Etot in J 446 5 446 5 446 5 446 5 446 5 446 5 446 5
EAl in J 56 1 56 1 56 1 56 1 56 1 56 1 56 1
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HXRDp ¼ EtotKMp
EHXR
Elost

� �
CHðCuÞ

þEtotð1� KMpÞ
EHXR
Elost

� �
CH

¼ EHXR;allCH 1þ KMp
ZCHðCuÞ
ZCH

� 1

� �� �
: (20)

Note that Eq. (20) only depends on the ratios of radiative efficiencies
[i.e., ZCHðCuÞ=ZCH] and is not sensitive to variations in the hot electron
temperature. The value of K which best matches the data is deter-
mined via the following v2 minimization procedure:

v2 ¼

X
i

HXRDp � HXRDi½ �2X
i

r2
i þ r2

p

; (21)

where the error bars rp include uncertainties in the Cu dopant frac-
tion, the payload thickness, and noise in the hard x-ray signals. The
uncertainties were propagated using a linear analysis. Since the model
is fitted to eight different hard x-ray signals (the repeats are averaged
together), the confidence level can be estimated by assuming a v2 dis-
tribution with 7 degrees of freedom. The 68% confidence interval is
then given by v2min þ 10:7. The minimum v2min � 12:4 corresponds to
a P-value of 0.09. In Fig. 11, the experimental hard x-ray signals (in
mJ) are plotted as a function of the predictions by the model. The
good agreement is indicative that a uniform deposition model can also
be applied to DT-layered implosions to infer the energy deposition
into the stagnated payload.

V. ANALYSIS OF a � 4 DT-LAYERED IMPLOSIONS

Following the results of the Cu-doped CH experiments, the
energy deposition into the stagnated DT Estag can be determined by
assuming a uniform deposition model:

Estag ¼
Mstag

MDT
EDT ; (22)

where Mstag is the stagnated DT mass and MDT is the total DT mass.
The next step is to evaluate the preheat energy and areal density

degradation for multiple DT-layered implosions. For 77 064, the DT
preheat formula indicates that approximately 136 5 J of energy were
deposited into the DT. The stagnated mass fraction estimated from 1D
LILAC simulations is approximately 0.38, leading to a preheat energy
of 56 2 J into the stagnated DT. Using Fig. 9, this degrades the areal
density in 1D simulations from 225 to 1906 16mg=cm2 which is
close to the experimentally measured value of 2016 17mg=cm2 from
the average of magnetic recoil spectrometer (MRS)65 and neutron
time of flight (NTOF)66 measurements.

The preheat analysis for a few other a � 4 implosions is shown
in Table IV. While 77 064 and 85 784 are only marginally affected by
preheat (�15% degradation in areal density), the analysis predicts a
significant degradation in the areal density for 91 830 and 91 834.
These experiments are more affected by preheat because they were
fielded with smaller phase plates which increased the on-target inten-
sity, thus generating more hot electrons.67

TABLE III. Implosion data with non-CH payloads (low intensity).

82 054 82 055 84 609 92 689 92 690 92 693

Laser energy (kJ) 22.81 22.82 21.85 22.15 22.50 22.46
Peak laser intensity (W=cm2) 7:32 � 1014 7:24 � 1014 7:16 � 1014 7:17 � 1014 7:11 � 1014 7:32 � 1014
Outer diameter (lm) 907.66 2.0 912.66 2.0 910.46 2.0 909.46 2.0 919.66 2.0 910.46 2.0
CH thickness (lm) 11.76 0.3 14.86 0.3 14.76 0.3 13.26 0.3 16.26 0.3 13.26 0.3
CH(Cu) thickness (lm) 5.56 0.3 2.96 0.3 2.96 0.3 3.96 0.3 2.06 0.3 3.96 0.3
Cu dopant fraction (%) 4.36 0:5 4.36 0:5 4.36 0:5 5.26 0:5 4.66 0:5 5.26 0:5
HXRD2 (pC) 2406 5 1786 3 1716 3 2036 5 1496 7 2286 5
HXRD3 (pC) 766 1 536 1 436 1 466 3 326 2 536 2
HXRD4 (pC) 506 1 356 1 296 1 316 1 236 1 366 1
Etot in J 146 4 146 4 146 4 146 4 146 4 146 4
EAl in J 26 1 26 1 26 1 26 1 26 1 26 1

FIG. 11. The hard x-ray predictions from the simple model are in good agreement
with the data.48 The label “low I” refers to the experiments conducted at the lower
intensity of 7 	 1014 W=cm2, while the label “high I” refers to the experiments con-
ducted at the higher intensity of �9 	 1014 W=cm2. Reprinted with permission
from Christopherson et al., Phys. Rev. Lett. 117, 055001 (2021). Copyright 2021
American Physical Society.
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VI. CONCLUSIONS

We have developed a technique to directly measure hot electron
preheat in DT-layered implosions on OMEGA. This is accomplished
by imploding a DT-layered and a companion mass-equivalent all-CH
target with the same pulse shape where the difference in hard x-ray
signals emitted by supra-thermal electrons slowing down in the
plasma is proportional to the electron energy deposited into the DT.
We also report on hot electron transport experiments conducted with
varying thicknesses of Cu-doped CH payloads and find that the hot
electron energy deposition varies proportionately with the payload
mass. These results are used to estimate the hot electron energy depos-
ited into the stagnated DT for several DT-layered implosions. The cal-
culated areal density degradations are consistent with experimental
observations with respect to 1D. The technique reported here can be
used to assess preheat for a variety of implosions in the future with
companion all-CH implosions. An ongoing effort is presently dedi-
cated to applying the statistical analysis from Ref. 68 to predict all-CH
target hard x-ray signals for the purpose of quantifying preheat effects
for all DT-layered experiments. An experimental campaign is also
under way on the NIF to measure preheat and determine the design
space that produces sufficiently low levels of preheat at larger scales.70
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APPENDIX A: SCALING OF AREAL DENSITY WITH
ADIABAT

The purpose of this section is to derive a simple scaling of the
fuel areal density with the shell’s adiabat. We follow the analysis of
Ref. 69 and first consider the shell conditions at shock breakout
time. This is the time of the implosion when the laser power has
reached its peak and the shell aspect ratio A is at its maximum. At
this time, D0, R0, qa, and Pa are respectfully defined as the shell
thickness, inner radius, density, and pressure. The initial (and peak)
aspect ratio is given by A0 ¼ R0=D0 � 1, and it represents the most
important dimensionless number in the analysis of an implosion.
Its relation to the shell’s adiabat a, peak implosion velocity Vi, and
ablation pressure Pa is determined by equating the peak shell kinetic
energy with the PdV work done by the laser:

1
2
MshV

2
i ¼

4p
3
PaðR3

0 � R3
finalÞ �

4p
3
PaR

3
0; (A1)

where the shell’s mass Msh � qaD0R2
0. It follows that:

A0 �
V2
i

Pa=qa
� Mach2 � V2

i

P2=5
a a3=5

; (A2)

where we’ve used a � Pa=q5=3
a to write the in-flight shell’s density

with respect to its adiabat. The next step is to analyze how the areal
density amplifies as the shell converges. This is accomplished by
considering how the initial shell expansion time tex ¼ D=Cs com-
pares to the implosion time ti ¼ R=Vi, where Cs �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Psh=qsh

p
is the

shell’s sound speed:

TABLE IV. Areal density (qR) degradation for OMEGA DT-layered a � 4
implosions.48

Shot No. 77 064 85 784 91 830 91 834

Epreheat
DT (J) 13:06 4:8 21.56 7.1 48:16 11:5 40:56 13:7

Epreheat
stag (J) 4:96 2:1 7.56 2.5 15:06 4:7 11:66 3:9

IEshell (J) 43.0 43.1 48.1 48.0
qR exp (mg=cm2) 2016 17 1546 13 1206 9 1276 11
qR1D (mg=cm2) 225 186 184 188
qRhots (mg=cm2) 1906 16 1566 13 1246 15 1356 15
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tex
ti
¼ D

R
Vi

Cs
¼ Mach

A
�

ffiffiffiffiffiffi
A0
p

A
: (A3)

Since A0 � Mach2 at shock breakout time, tex=ti � 1=
ffiffiffiffiffiffi
A0
p


 1
and the shell is initially expanding at a much faster rate than the
rate at which the shell is imploding. This implies that information is
traveling quickly between the inner and outer surface, so the pres-
sure and density relax to constant values. Thus, if the density is con-
stant, then mass conservation of the shell (in the absence of
ablation) requires its thickness to increase like 1=R2. It follows that:

D ¼ D0
R0

R

� �2

; q ¼ qa; A ¼ A0
R
R0

� �3

: (A4)

The acceleration phase ends when the shell expansion time is of
the order of the implosion time, or A� ¼

ffiffiffiffiffiffi
A0
p

which implies
R� ¼ R0A

�1=6
0 and D� ¼ D0A

1=3
0 . The coasting phase then begins

and the shell thickness is constant since information is not propa-
gating quickly through the shell anymore. Thus, to conserve shell
mass, the density must now increase like 1=R2. It follows that:

D ¼ D0A
1=3
0 ; q ¼ qaA

�1=3
0

R0

R

� �2

; A ¼ A2=3
0

R
R0

� �
: (A5)

Void closure occurs when the aspect ratio is of the order unity,
yielding Avc � 1 and Rvc � R0A

�2=3
0 . The void closure density is qvc

¼ qaA0. During the deceleration phase, the stagnation shock travels
through the shell amplifies the shell density by a factor of 4 at most.
Mass conservation requires the shell thickness to be reduced by the
same amount. It follows that the stagnation areal density qstagDstag

is the same as the void closure areal density qvcDvc. Therefore, we
can write the stagnation areal density as

qstagDstag ¼ qaD0A
4=3
0 � E1=3

k V2=3
i P2=15

a

a4=5
; (A6)

where Ek � MshV2
i � PaR3

0 has been used to represent the shell’s
kinetic energy.

In Ref. 30, the areal density scaling with adiabat was derived in
a slightly different way. In that work, the same void closure scaling
was used (Dvc ¼ D0A

1=3
0 ; qvc ¼ qaA0), but the amplification in areal

density during stagnation was calculated differently. The authors
used the same expression for the stagnation thickness Dstag

� Rstag ¼ R0A
�2=3
0 used to derive Eq. (A6). However, qstag was

instead determined from energy conservation:

qstag �
Pstag
V2
i
; (A7)

where Pstag ¼ bPvc, where b is the ratio of the shocked pressure to
the unshocked pressure in the shell. We note that the shell pressure
is constant in the acceleration phase, just like the density. In the
coasting phase, adiabat must be preserved which leads to the scaling
Pvc ¼ PaðR�=RvcÞ10=3 � PaA

�5=9
0 ðR0=RvcÞ10=3 � PaA

5=3
0 . We, there-

fore, have for the stagnation density

qstag �
Pa
V2
i
A5=3
0 : (A8)

This led to the following scaling for the stagnation areal density:

qstagDstag �
bE1=3

k P4=15
a

a3=5
: (A9)

We note that the parameter b technically should also depend
on A0 although the exact form is not clear. Since the deceleration
phase really begins when the central hot spot pressure exceeds the
shell pressure, an accurate calculation of the parameter b would
require a model for the evolution of vapor pressure in the central
gaseous region as it is being shock heated. Such a theory would
require an extremely detailed analysis which is beyond the scope of
the present work. For this scaling, b � 1 is assumed.

In Fig. 12, the reduction in areal density is plotted as a function of
the increase in the mass-averaged adiabat due to preheat. The shell
adiabat here is defined at the time of peak kinetic energy. Both of the
areal density scalings provided in Eqs. (A6) and (A9) are shown. It is
evident that qR � a�4=5 is a better fit to the data, thus justifying the
use of Eq. (16) to calculate the areal density degradation.

APPENDIX B: THE EFFECT OF ALUMINUM COATINGS
ON THE HARD X-RAY ANALYSIS

Although the simplicity of Eq. (13) is appealing, there is one
other important effect which must be considered: the thin 0.1lm
layer of aluminum surrounding the all-CH target which serves as a
permeation barrier to prevent D2 gas from diffusing out of the CH
shell before the shot occurs.61 It’s important to consider the Al coat-
ing since some of the hard x-rays come from hot electrons slowing
down in Al. When the effect of Al is accounted for, the preheat for-
mula can be written as

EDT ¼
Erad;allCH � Erad;cryo
Erad
Elost

� �
CH

� Erad
Elost

� �
DT

� EAl

Erad
Elost

� �
Al

� Erad
Elost

� �
CH

Erad
Elost

� �
CH

� Erad
Elost

� �
DT

0
BBB@

1
CCCA;
(B1)

where EAl is the energy deposited into the aluminum layer. A simi-
lar formula to Eq. (13) can be used to quantify the preheat energy
into the aluminum layer by taking the difference in hard x-ray sig-
nals between an all-CH target with an Al coating and an all-CH tar-
get without an Al coating:

FIG. 12. The areal density degradation is plotted as a function of the adiabat
increase due to hot electron preheat for a large ensemble of simulations with pre-
heat energies ranging from 0 to 100 J and design adiabats between 2 and 5.5. The
blue curve represents the scaling qR � a�4=5, while the red curve represents the
scaling qR � a�3=5.
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EAl ¼
Erad;allCH;withAl � Erad;allCH;noAl

Erad
Elost

� �
Al

� Erad
Elost

� �
CH

: (B2)

Therefore, if additional measurements of the hard x-ray signal from
an all-CH implosion without the aluminum are conducted, then the
fraction of electron energy dumped into the aluminum can be esti-
mated. For a 60 keV temperature source, the mean radiative effi-
ciencies are estimated from the LILAC simulation ensemble shown
in Fig. 7 and given by

Erad
Elost

� �
Al

� 1:23mJ=J;

Erad
Elost

� �
CH

� 0:48mJ=J;

Erad
Elost

� �
DT

� 0:09mJ=J;

where the aluminum radiative efficiency is estimated to be Erad
Elost

� �
Al

� ZAl=ZCH
Erad
Elost

� �
CH
� 13=5:1 Erad

Elost

� �
CH

where Z � hZ2i=hZi.
It is important to note that in Table I, the targets with the alu-

minum over-coating emit significantly more hard x-rays than the
targets without the aluminum coating. Application of Eq. (B2) indi-
cates that approximately �11% of the energy converted into elec-
trons are slowing down in the aluminum. This certainly is
significant enough that it must be accounted for in the preheat for-
mula given by Eq. (B1). The energy deposited into aluminum is
determined from Eq. (B2) and the total hot electron energy Etot is
determined from the all-CH target without aluminum as follows:

Etot ¼
HXRDAllCH;noAl

Erad
Elost

� �
CH

CðThotÞ
; (B3)

where CðThotÞ is the hard x-ray calibration factor (from mJ of x-rays to
pC of charge shown in Fig. 2). The parameter HXRDAllCH;noAl repre-
sents the hard x-ray signal in pC for the all-CH implosion without an
outer aluminum layer. The hard x-ray signal for the all CH implosion
HXRDAllCH;withAl is obtained by averaging over shots 77062, 77 689,
82056, 92681, and 92 687 for the high-intensity implosions and is sim-
ply given by 82 052 for the low-intensity implosions. The parameter K
is then varied to minimize v2 for the hard x-ray signals which are mod-
eled as follows:

HXRDi ¼ EtotKMp
Erad
Elost

� �
p

CðThotÞ þ ðEtot � EAl � KMpÞ

	 Erad
Elost

� �
CH

CðThotÞ þ EAl
Erad
Elost

� �
Al

CðThotÞ

¼ HXRDAllCH;noAl
1

ZAl

ZCH
� 1
þ KMP

Zp

ZCH
� 1

� �0
B@

1
CA

þ HXRDAllCH;withAl

1� ZCH

ZAl

; (B4)

where Eqs. (B3) and (B2) have been used to simplify the expres-
sion for HXRDi, ZAl=ZCH ¼ 13=5:1 is the ratio of radiative effi-
ciencies between aluminum and CH, and Zp=ZCH is the ratio of
radiative efficiencies between the Cu-doped payload and CH
(which is a function of the copper dopant fraction). Here, Z �
hZ2i=hZi and Mp is the mass of the payload. The parameter
HXRDi represents the experimentally averaged hard x-ray signal
for data point i.

The next step is to determine the fraction of hot electron
energy dumped into the Al ions as follows:

fAl �
EAl
Etot
¼

HXRDallCH;withAl

HXRDallCH;noAl
� 1

ZAl

ZCH
� 1

: (B5)

Since the all-CH companion shots for most DT-layered implosions
contain sputtered-coated aluminum, it is useful to have a formula
for estimating the energy deposited in hot electrons Etot from all-
CH implosions with aluminum coatings:

Etot ¼
Erad;allCH;withAl

Erad
Elost

� �
CH

1þ fAl
ZAl

ZCH
� 1

� �� ��1
: (B6)

The inferred fAl for the high-intensity pulse shapes is fAl � 0:116 0:02.
Now that the effect of aluminum has been estimated, it is trivial to
apply the correction to the DT preheat formula:

EDT ¼
Erad;allCH;withAl � Erad;cryo
Erad
Elost

� �
CH

� Erad
Elost

� �
DT

�
fAl

ZAl

ZCH
� 1

� �

1þ fAl
ZAl

ZCH
� 1

� �
0
BBB@

1
CCCA Erad;AllCH;withAl

Erad
Elost

� �
CH

� Erad
Elost

� �
DT

: (B7)
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